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INTRODUCTION TO PATH ANALYSIS

by Simon Moss

	Introduction



Linear regression

Consider a researcher who wants to determine which attributes of research candidates enhance their motivation during their degree.  To explore this question, the researcher initially asks 100 research candidates to specify

· the extent to which they feel motivated, on a scale of 1 to 10 
· their age
· an estimate of their IQ
· their emotional intelligence—a measure of the degree to which individuals can decipher the emotions of other people as well as manage unpleasant emotions well

The researcher then subjects these data to a linear regression, also called a multiple regression.  This analysis is designed to assess the following model.
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	In essence, this model comprises one main pathway—an arrow that connects the predictors to the outcome.  Sometimes, however, researchers want to assess models that comprise several main pathways or arrows.  

Example 1: Auto-regression

	To illustrate, researchers might want to explore the extent to which a variable, such as motivation, at one time is related to a variable at a previous time.  This model, depicted in the following diagram, is called auto-regression.  
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Example 2: Multivariate panel models

	Alternatively, researchers might want to extend this auto-regression to several variables that the same time.  This model, illustrated in the following diagram, is called a multivariate panel model.  The term multivariate refers to multiple variables.  The term panel refers to instances in which data are collected from the same participants at more than one time.  
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Example 3: Cross lagged effects

	In addition, researchers might explore the degree to which variables at one time affect other variables at subsequent times.  The following diagram depicts this model—a model called cross-lagged effects.  
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	Similarly, researchers might instead investigate the extent to which variables affect other variables at the same time.  This model corresponds to the following diagram and is often referred to as contemporaneous effects. 
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Example 4: Mediation model

	Finally, researchers might want to explore whether one variable, called the mediator, explains the relationship between two other variables.  The following diagram epitomises this model.  
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Purpose of this document

	To evaluate these models—and indeed any models that entail more than one main path—researchers utilise a technique called path analysis.  This document will demonstrate how to conduct path analysis in general.  Another document, however, presents more detailed information about one of these models: mediation.  These documents 

· assume you are quite familiar with linear regression, also called multiple regression
· are simpler to understand if you have been exposed to structural equation modelling, because path analysis is a structural equation model in which all the variables are observed rather than latent



	An example of path analysis: Cross-lagged effects  



	To demonstrate how to conduct path analysis, consider the example in which researchers want to clarify the association between motivation and emotional intelligence in research candidates.  The following table outlines some possible hypotheses.  To test these hypotheses, and to conduct a path analysis, researchers need to complete a sequence of four activities.  

	Hypothesis
	Justification

	Emotional intelligence at one time enhances motivation at a later time
	· Perhaps candidates who can control their emotions may develop trusting relationships with peers and supervisors
· These trusted peers and supervisors can then motivate the candidates

	Motivation at one time increases emotional intelligence at a later time
	· If individuals feel motivated, they are more inspired to acquire information and learn skills
· They may, for example, thus be more likely to acquire information and skills that revolve around emotions




Draw the model

	To conduct path analysis, you first need to draw, either on paper or on computer, a diagram that outlines their research questions or hypotheses.  You might, for example, construct the following diagram.  

[image: ]


To construct these diagrams, you might want to consider the following guidelines.  Specifically

· scan the previous diagrams to decide which of these models characterizes your research questions or hypotheses
· that is, most path models will conform to the auto-regression, multivariate panel, cross-lagged effects, contemporaneous effects, or mediation models
· you might, however, need to adjust these models slightly, such as insert another arrow
· typically, you should include a double-headed arrow between the independent variables—the variables that are not outcomes of other variables.  This double-headed arrow indicates these variables may be correlated with one another.  

However, if you want to ascertain whether these relationships depend on other variables, called moderation or interaction effects, you will need to learn another technique.  These techniques —include moderated regression, moderated mediation, mediated moderation, or group comparisons.  Only the group comparisons are discussed later in this document.  

Develop the equations

	Next, you need to convert this diagram into a series of equations.  First, you need to construct equations that characterise the single-headed arrows.  You might, for example, generate the following set of equations.  These equations might seem unusual initially but will be simple to understand eventually. 

	m2 ~ m1 + e1
m3 ~ m2 + e2
e2 ~ e1 + m1
e3 ~ e2 + m2




	The symbols m1, m2, m3, e1, e2, and e3 are merely the six variables or rectangles in your model—corresponds to the three measures of motivation and emotional intelligence respectively.  The symbol ~ is equivalent to equals but used whenever you want to construct regression equations.  So, how do you construct these formulas?  Which guidelines should you follow to generate your equations?  To determine the left side of each equation

· highlight each variable, or rectangle, that at least one single-headed arrow points towards
· in this instance, at least one single-headed arrow points towards both the variables at Time 2 and Time 3
· the left side of each equation corresponds to one of these variables

To determine the right side of each equation, include the variables, or rectangles, that point towards the variable that appears the left side.  For example, m1 and e1 point towards m2.  Hence, the first equation is 

· m2 ~ m1 + e1.

Second, you need to construct equations that characterise the double-headed arrows.  For example, the equation e1 ~~ m1 merely indicates these two variables are likely to be correlated.  

Download R and R studio

	Now, you need to download the relevant software.  Although you can utilise many software tools—such as AMOS and Stata—this document illustrates how to utilise R to conduct path analysis.  The reason is that R includes several defaults that simplify the analysis of these models.  In addition, R is free; therefore, you can utilise this tool even after you leave the university or organisation.  If you have not used R before and thus need to download this tool

· visit https://www.cdu1prdweb1.cdu.edu.au/files/2020-08/Introduction%20to%20R.docx to download an introduction to R
· read the section called Download R and R studio
· although not essential, you could also skim a few of the other sections of this document to familiarize yourself with R.





Upload the data

	Once you can access R and R studio, you need to upload your data into this platform.  To achieve this goal

· open Microsoft Excel
· enter your data into Excel; you might need to copy your data from another format.  Or, your data might already have been entered into Excel

In particular, as the following example shows

· each column should correspond to one variable
· each row should correspond to one individual or case
· the first row labels the variables
· to prevent complications, use labels that comprise only lowercase letters—although you could end the label with a number, such as m1
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 	To convert this file into a csv file—such as a file called research.data—and then to upload this file into R studio

· visit https://www.cdu1prdweb1.cdu.edu.au/files/2020-08/Introduction%20to%20R.docx to download the introduction to R—unless you have already downloaded this document
· read the section called “Upload some data”
· ensure the labels in your data file match the labels in your equations

Enter the R code

	To conduct path analysis, you need to enter some code.  The code might resemble the following display. At first glance, this code looks absolutely terrifying.  But actually, once explained, this code is straightforward.

	install.packages("lavaan", dependencies=TRUE)
library(lavaan)

model1 <- '

#Regressions that relates the one-headed arrows
m2 ~ m1 + e1
m3 ~ m2 + e2
e2 ~ e1 + m1
e3 ~ e2 + m2


#Covariances of the predictors
e1~~m1

'

fit1<-sem(model1, data=research.data)
summary(fit1)

fit1<-sem(model1, group="gender", data=research.data)



	To enter code, you could enter one row at a time in the Console, towards the bottom left quadrant.  But, if you want to enter the code more efficiently,

· in R studio, choose the File menu and then New File as well as R script
· in the file that opens, paste the code that appears in the left column of the following table
· to execute this code, highlight the instructions and press the Run button—a button that appears at the top of this file.  

You should not change the bold characters in the left column.  You might change the other characters, depending on the name of your data file, the name of your variables, and so forth.  The right column of the following table explains this code.  You do not, however, need to understand all the code.  


	Code to enter
	Explanation or clarification

	install.packages("lavaan", dependencies=TRUE)

library(lavaan)

	· R comprises many distinct sets of formulas or procedures, each called a package
· lavaan is a package that conducts structural equation modelling
· install.packages merely installs this package onto your computer
· library then activates this package; otherwise, the package remains dormant
· the quotation marks should perhaps be written in R rather than Word; the reason is that R recognises this simple format— " —but not the more elaborate format that often appears in Word, such as “ or ”.

	model1 <- '
	· The ' in this code is merely designed to instruct the computer that you are just about to specify the model
· That is, in essence, you will convert the diagram to a series of simple equations
· You will call this model model1—although you are welcome to choose another name

	#Regressions that relates the one-headed arrows

	· The computer skips any lines that start with a #
· These lines are usually comments, designed to remind the researcher of the aim or purpose of the following code
· In this example, the comment indicates the following code will specify the regression equations

	m2 ~ m1 + e1
m3 ~ m2 + e2
e2 ~ e1 + m1
e3 ~ e2 + m2

#Covariances of the predictors
e1~~m1
	· This code looks complicated but merely comprises the equations you constructed earlier—together with some comments

	'
	· The quotation mark is then closed 

	fit1<-sem(model1, data=research.data)

	· This code then applies structural equation modelling to evaluate your model, called model1, using the data stored in research.data
· Path analysis is a subset of structural equation modelling in which the variables are observed rather than latent
· The outcome of this analysis is stored in fit1

	summary(fit1)
	· This code then prints the output that was stored in fit1


	

Interpret the output

	This code will generate a page or so of output.  Most of this output is not essential.  The most informative output, as highlighted by yellow rectangle in the following table, revolves around the regression equations.  In particular, you merely need to

· determine which relationships are significant—that is, which relationships correspond to a p value that is less than .05
· ascertain whether the significant B values, in the column labelled Estimates, are positive or negative.  
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	In this example, the p value of all the relationships are less than .05—and even less than .001.  Furthermore, all the B coefficients are positive.  You would thus conclude that 

· emotional intelligence at one time is positively associated with motivation at a later time, and
· motivation at one time is positively associated with emotional intelligence at a later time

	The output presents other information that may be useful.  The following table outlines this information.   

	Output
	Relevance of output

	The covariances
	· In this example, the covariances were both significant and positive.
· You can interpret covariances as you would interpret correlations; indeed, covariances are merely correlations multiplied by the standard deviation of each variable
· In this example, motivation and emotional intelligence at Time 1 are correlated
· The error term associated with motivation and emotional intelligence at Time 3 are also correlated

	The test statistic and p value
	· At the top of this output is a test statistic, equal to 189, and a p value, equal to .000 or less than .001
· This test statistic is called a chi-square or c2 value

So, how can you interpret this test statistic?

· A low, non-significant value indicates the model is accurate
· That is, the correlations in this data file are similar to the correlations this model would predict
· A high, significant value—as uncovered in this example— indicates the model is inaccurate
· Perhaps you would need to include additional relationships between variables, such as contemporaneous effects
· To uncover these effects, read about modification indices, discussed in the document about structural equation modelling






	Comparisons between groups  



You might, occasionally, want to ascertain whether the relationships between variables differs between groups.  For example

· does the relationship between motivation and emotional intelligence differ between males and females?
· for example, is the association between motivation and emotional intelligence stronger in males than females
· or does this relationship differ between science candidates and humanities candidates, and so on.

To answer these questions, you need to complete three simple procedures.  In essence, you need to

· evaluate the model in each group, such as males and females, separately—by adjusting the code only slightly
· again, evaluate the model in each group separately, but designate one or more of the B coefficients to be the same in each group
· if this constraint significantly impairs the accuracy of this model, the groups are assumed to differ on these coefficients
· if this constraint does not significantly impair the accuracy of this model, the groups might not differ on these coefficients

This rationale might seem hazy initially, but will be obvious after you observe an illustration

Procedure 1.  

	First, you need to evaluate the model in each group, such as males and females, separately.  To achieve this goal, you merely adjust the code slightly.  In particular

· the previous code included the row fit1<-sem(model1, data=research.data)
· you merely need to insert something like group="gender"—or the name of your variable that differentiates the groups
· the code will now be fit1<-sem(model1, group="gender", data=research.data)
· after you execute this code, record the test statistic that emerges—or the c2 value—as well as the degrees of freedom

Procedure 2

Second, you need to repeat this procedure but designate one or more of the B coefficients to be the same in each group.  To illustrate, suppose you want to ascertain whether the association between emotional intelligence at one time and motivation the next time differs between males and females.  The equations that correspond to this relationship are


	m2 ~ m1 + e1
m3 ~ m2 + e2




In essence, you want the B coefficients that precede e1 and e2 to be the same in males and females.  To achieve this goal, merely insert a label, such as zz, and an asterisk in front of these variables.  That is, the code becomes


	m2 ~ m1 + zz*e1
m3 ~ m2 + zz*e2




	So how does R interpret this code?  How does this code affect the B coefficients?  In essence, this code instructs R to utilise the same B coefficient in both groups.  The following box attempts to summarise the rationale that underpins this code—but this rationale is not essential.  


	when no label precedes a variable…

· R will identify the B coefficient that optimizes the equation for each group
· so the B coefficient might differ between the groups


when a label precedes a variable, such as zz*,

· the B coefficient will be the same in each group
· to illustrate, R might reveal the B coefficient is .78 in the first group
· this number is then assigned the label zz
· but this same label or B coefficient is maintained in the second group
· hence, the B coefficient is the same in each group



Procedure 3

	Finally, you need to ascertain whether this constraint diminishes the accuracy of this model, as gauged by the c2 statistic.  To achieve this goal

· calculate the difference in the c2 statistic and df between the unconstrained and constrained models
· determine whether this difference is significant
· if the difference is significant, conclude the B coefficients do indeed differ between the groups 

To illustrate, consider the following table.  According to this table, 

· the difference in the c2 statistic and df between the two models is 10.0 and 1 respectively
· To determine whether this c2 statistic of 10 is significant, the researcher must compare this value to a critical value—the c2 statistic that corresponds to a p value of 0.05
· To estimate this critical value, enter “=CHISQ.INV(0.95, 1)” into a cell in Excel but delete the quotation marks; also, instead of a 2, enter the difference in degrees of freedom that you computed
  
	
	Constrained
	Unconstrained
	Difference
	Critical value

	Test statistic
	99.596
	89.596
	10.0
	3.84

	Degrees of freedom
	31
	30
	1
	



	In this example, the difference in the c2 statistic, 10, exceeds the critical value, 3.84.  You would thus conclude that

· the constrained model is not as accurate as the unconstrained model
· that is, if the B coefficients differ between the groups, the model is significantly more accurate 
· consequently, the B coefficients—and hence the association between emotional intelligence at one time and motivation at a subsequent time—must differ between males and females


	Final considerations  



Visit the document on structural equation modelling to garner more information about

· suitable sample sizes
· modification indices
· how to plot the models
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